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ABSTRACT 
The data of a nuclear power plant (NPP) are stored in silos for the various 

plant tools. A previous study conducted by the Light Water Reactor 
Sustainability (LWRS) Program identified the different data sources that can 
benefit online monitoring in an NPP. These data have different structures and 
tools, and are therefore used independently. Integrating data from various sources 
can result in multiple benefits to online monitoring by enhancing the ability to 
compare data, reduce statistical uncertainty by accessing a larger data set, 
increase data heterogeneity in space and time to reveal confounded information, 
develop intelligent methods, and share data. Data integration can result in direct 
cost-savings by reducing the amount of effort needed to find information. It can 
also enable the establishment of a data warehouse, the backbone repository of 
data for an NPP, which is necessary to evolve NPPs to a holistic online 
monitoring approach and automate labor-intensive activities. 

Creating a data warehouse in a plant or a data broker for a fleet of plants 
requires overcoming multiple challenges, including the lack of a standard form of 
storing and using data and the lack of integration methods to compare and map 
the different data sources. This effort develops and demonstrates a data 
integration method and application through data fusion and data warehousing 
pilots. Data warehousing is focused on the application and architecture of data 
integration and data management. This process is commonly used by data 
integrators. The data fusion targets intelligently mapping or coupling data for 
optimized data use. The pilots were performed in collaboration with two NPPs. 

The first pilot applied application-specific data integration into a data 
warehouse. Due to the diverse nature of NPP tools, plant staff are only familiar 
with tools that are used on a daily basis. If information is needed from other 
tools, the staff rely on other staff to access the needed information. Often, the 
staff are not utilizing useful information in other tools due to the inability to use 
the tools and access the data. This process causes work process inefficiencies that 
can result in several hours lost per task. Considering the large number of tasks 
performed at a plant, this can represent thousands or even tens of thousands of 
labor hours annually. For this reason, a data integration pilot was developed to 
search through multiple records for equipment in four data sources in a plant. The 
effort was performed in collaboration with a vendor that has experience in this 
domain and evaluated at a collaborating NPP. The developed method relied on 
creating a data depot to pull data from multiple structured databases into an 
indexable repository. The data were kept in isolated tables within the data depot 
because mapping of the data required a standard data integration model, which 
did not exist. The data were pulled in from plant tools to the data depot 
periodically using a custom modular interface. The pilot effort succeeded but 
resulted in replicated data sets that mirrored the tools’ data models. Any change 
of these tools would require reconfiguring the data depot and interfacing 
modules. Additionally, the effort required extensive study of the tools used. A 
standard data model would have eliminated these challenges. 
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The second pilot was to integrate data from the work management, inventory 
and procurement, and preventive-maintenance planning records at a second 
collaborating NPP to minimize spare-parts stocking (i.e., reduce the required 
stock) by means of intelligent machine-learning methods with the aim to release 
tens of millions of United States (U.S.) dollars used for the inventory. This scope 
was initiated as part of this effort, but is planned to continue through future work. 
The data fusion part of the scope is the focus of this report. The integration of the 
data demonstrated that duplicate material records need to be identified and 
consolidated (i.e., the plant has acquired the same part under different 
descriptions in different tools over decades of plant operations). Considering the 
potentially hundreds of thousands of records, this process cannot be performed 
manually. Four unsupervised machine-learning clustering methods were 
deployed to identify repeated words (regardless of their meaning) in fields such 
as description and pricing. Data fusion methods can be very useful for data 
mapping, an anticipated challenge for the data warehouse. Machine learning can 
ease the data-mapping process by supervised learning methods (i.e., teach the 
machine to look for specific commonalities) or unsupervised learning (i.e., 
detecting patterns of use that look alike). 

Both pilots developed as part of this effort will feed into the development of 
the data warehouse or the data broker standardized data integration model and 
ontology and to facilitate integration of plant tools into the model. The methods 
and key findings from this effort are described to share the gained experience 
with other NPPs exploring this venue as a means for cost-savings. 
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Method and Application of Data Integration at a 
Nuclear Power Plant 

1. INTRODUCTION 
Though nuclear energy provides several advantages over other energy sources, nuclear power plants 

(NPPs) have been economically challenged to compete with other sources of energy in terms of cost per 
megawatt-hour of power. The current fleet of NPPs in the United States (U.S.) is labor-dependent and 
relies on manual processes. Migration towards automation in the nuclear power industry has been slow 
due to its unique regulatory nature. This caused operations and maintenance (O&M) costs to remain high, 
while other industries leveraged technology development and were able to drop their O&M costs. The 
data of an NPP are stored in various systems, such as plant computers, work management systems, 
scheduling, systems engineering, operator logs, condition reporting, etc. A previous study by Al Rashdan 
and St. Germain (2019) was conducted for the U.S. Department of Energy (DOE) Light Water Reactor 
Sustainability (LWRS) Program and identified several different data sources in an NPP that can benefit 
online monitoring. These data have different structures and tools, and are therefore, used independently. 
Integrating data sources can result in multiple benefits that have been recognized by other industries. 
Curran and Hussong (2009) state the following potential benefits of data integration: 

 Replication: Comparison of multiple studies can be used for verification, to perform new research on 
existing data, and can avoid the creation of new unneeded studies 

 Increased statistical power: The effective increase in sample size that comes from integrating multiple 
data sets can strengthen statistical power when testing some hypotheses 

 Increased sample heterogeneity: Including data from multiple separate sources makes it possible to 
consider population subgroups 

 Increased frequencies of low base-rate behaviors: Behaviors that show up in low frequencies are more 
easily studied in integrated data sets because the total number of such samples is higher 

 Broader assessment of constructs: Each study will use unique methods for assessing theoretical 
constructs and considering multiple data sets (and, therefore, multiple methods) improves the 
assessment strength 

 Extended period of developmental study: Integrating studies from multiple different time periods can 
extend the total range of study 

 Support of data-sharing and building a cumulative science. 

In addition to these benefits, enabling NPPs to use data-driven online-monitoring methods to 
automate labor activities requires developing a data warehouse (Figure 1) as the backbone for these 
activities. A data warehouse can result in direct cost-savings by reducing the amount of effort needed for 
data integration, which is currently performed manually and on an as-needed basis. 

Whether within a single NPP or for a fleet of NPPs, deploying a data warehouse requires overcoming 
multiple challenges, especially the lack of a standard form for storing and using data and a lack of 
integration methods to compare and map different data sources. The present effort is focused on the 
second challenge: Automating data integration and creating a streamlined process to combine data from 
all plant sources. The outcome of this effort will also benefit the first challenge (i.e., to create a data 
integration model and ontology for NPPs). The result of this effort will be compared to the result of using 
a data model (to be developed in a later effort and not included in this scope of work) to determine the 
benefits and applicability of adopting a standardized data integration and ontology model. 
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Figure 1. One of the purposes of a data warehouse in a NPP is to integrate associated data collected by all 
plant processes. 

The following section describes the vision of the data broker that this work will enable for an NPP or 
fleet of NPPs. Two data integration pilots were conducted in this effort. The first is related to data 
warehousing and is described in Section 2. An integration application was developed to search through 
multiple records for equipment in four data sources of an NPP. The second method, described in Section 
3, is a machine-clustering method deployed to identify duplicate records as part of an initiated effort that 
is planned to continue through future work. This is to integrate data from inventory records, work orders, 
and planned maintenance information at a second NPP to minimize spare-parts stocking (i.e., reduce 
required stock minimum-hold requirements). 

1.1 Data Warehouse and Data Broker 
NPPs have multiple data sources in various forms. These data are not typically used beyond the 

intended target for collecting that information. As NPPs move from manual and labor-intensive activities 
to online monitoring, the data generated needs to be consolidated, associated, and analyzed with respect to 
historic baselines from multiple sources in a systematic manner. Whether on a local or fleet basis, a data 
warehouse may be challenged by: 

 Lack of standard form to share the data 

 Lack of automated data-mapping and preparation methods 

 Security (including cybersecurity) 

 Legal (for the fleet scope of the data warehouse) 

 Lack of infrastructure to share data 

 Effort and cost needed to explain, modify, or clean the data 

 Cost for enabling data-sharing 

 Uncertainty due to issues not foreseen by the NPP 

 No clear big-picture potential yet. 
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On the plant local level, the data warehouse will: 

 Act as a hub between NPP organizations 

 Host data generated by the data sources 

 Host a library of proven methods created to process the data 

 Host a powerful and scalable data infrastructure for projected needs 

 Use a standard data model and ontology for data repository and use 

 Create the data integration and mapping methods to prepare and convert the data from the NPP to a 
useful form 

 Interface with a fleet data warehouse, if needed 

 Take responsibility for ensuring the data are protected (from a physical and cybersecurity perspective) 

 Control the access and use of data according to user need and granted rights 

 Operate based on a value proposition and business model with a proven path for cost-savings. 

A data warehouse for a fleet of NPPs can perform as a data broker. Data-sharing among multiple 
plants results in several benefits (described in Section 1), mainly related to establishing a broader baseline 
to share experiences and validate the performance of equipment or processes in an NPP against other 
NPPs. For example, a specific bearing failure of a pump might result in the identification of a specific 
vibration signature that precedes that failure. Unless the NPP has experienced such a failure, that 
signature has never before been documented; therefore, the failure might take years to occur before that 
signature might be captured. Looking at the NPP fleet, this signature will probably be known or the 
failure can be expected to occur sooner so that the signature might be obtained. 

On the fleet level, the data broker will: 

 Act as a hub between NPPs, vendors, and research organizations, including universities. Vendors, and 
research organizations will be referred to as data users. 

 Host data generated by the NPPs and methods created by the data users. 

 Host a powerful and scalable data infrastructure for projected needs. 

 Be located in one or multiple strategic locations (i.e., distributed data warehouse) that reduces the 
total cost of ownership of a large-scale data center. 

 Have dedicated contracts with major internet/data service providers to enable establishing dedicated 
data links from the NPPs to the data broker. 

 Adopt and use a standard data model for repository and use and distribute or adopt standard 
guidelines for the NPPs to follow. 

 Create the data integration and mapping methods that transform the data from the NPPs to a useful 
and standard form. 

 Enable data use on the data broker servers, including allowing the data to be transferred to the user 
after specific authorization is issued by the NPP or the data are sanitized (i.e., once the context is 
removed). 

 Host a library of proven methods (created by data users), make this accessible to NPPs to benefit 
from, and present the methods to NPPs to use. 

 Enable NPPs to validate user-developed methods on the data broker servers, then download the 
algorithms from these methods to use locally in the NPP. 
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 Create a standard for application programming interface (API) development. 

 Provide consultancy services to NPPs to enable its role. 

 Take responsibility for ensuring the data are protected (from a physical and cybersecurity 
perspective). 

 Control access to and use of data according to user need and NPP-granted rights. 

 Establish all legal agreements needed with NPPs and data users to enable data use within the scope of 
agreed upon use. 

 Ensure all data-use activities are compliant with laws and regulations. 

 Develop a value proposition and business model to sustain its operation. 

The following sections describes two pilots aimed at enabling data integration for a data warehouse or 
data broker. 

2. DATA WAREHOUSING 
The data warehousing scope of this effort is focused on the application and architecture of data 

integration and data management. This effort is common among data integrators in non-nuclear industries 
seeking to achieve cost-savings. For example, Moore and Starr (2006) used data integration to identify 
which pieces of equipment to repair, and in what order, by making use of data from a variety of sources: 
production schedules, condition-monitoring, maintenance-management, financial records, and health and 
safety regulations. Maintenance activities are prioritized using data pulled from multiple sources. 

2.1 Search Engine 
Due to the diverse nature of tools within an NPP, the staff rely on other staff to access needed 

information. Often, staff do not utilize useful information in other tools due to their inability to use those 
tools to access the data. This process causes work process inefficiencies that can result in several lost 
hours per task. Considering the large number of tasks performed at a plant, this can represent thousands or 
even tens of thousands of labor hours annually. For example, it is not uncommon for an NPP to call in a 
staff member after hours to provide insight on a piece of equipment that shows an anomaly or to conduct 
meetings to exchange data and information that could be acquired electronically. An autonomous work 
process necessitates breaking data boundaries and enabling the use of data regardless of tools knowledge 
by means of data integration. This work aims to pilot such an effort. The scope of this pilot resulted from 
a data integration need study.  An example of the outcome is shown as a part of Table 1. This table is 
exploratory and plant or person-specific and is, therefore, shown here for demonstration purposes. Table 1 
lists a sample of plant users and data sources and is broken into three categories: 

 Data source is available to the user and is being extensively used: green 

 Data source is not available to the user (not used) but is needed: red 

 Data source is not available to the user, but is not needed: yellow. 

The table’s red cells require action. In addition to defining the columns on an organization basis, it is 
possible to apply the same approach on specific-use cases. In this pilot, the shift duty manager (SDM) 
was chosen as the targeted-use case. The SDM needs quick access to several data sources to support 
emergent issue resolution and to quickly catch up on recent changes to plant status. The pilot was 
developed to search data for an SDM through four different data sources in a NPP. These are work 
management data from a new system and a previous system, condition-reporting data, and operations 
clearance orders (though already used by operators for ease of use). 

The preliminary resulting search tool process and graphical user interface (GUI) are shown in 
Figure 2, Figure 3, and Figure 4. As the tool is evaluated in the plant following this report, the GUI may 
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evolve to other forms that are human factor optimized for the targeted use. The current approach is based 
on inserting text that is expected to be a part of the functional location or component identification code 
(CIC) to search for in a text box. The functional location and CIC are two forms of unique identifiers used 
to refer to a component or specific piece of equipment in the plant. Either one or both of the two 
identifiers are used in plant tools. The search will result in all records that have the text be listed. Once 
one record is selected, side tabs will present different data sources to explore. Every tab will have its own 
data extracted from that data source. 

Table 1. Identifying data access gaps in a NPP (subset for demonstration). 
 Operations Maintenance Systems 

Engineering Planning Scheduling Projects SDM 
Use Case 

Operator 
Rounds Used Not used, 

but needed 
Not used, 

but needed 
Not used and 
not needed 

Not used and 
not needed 

Not used and 
not needed Used 

Control 
Room Logs Used Not used, 

but needed 
Not used, 

but needed 
Not used, 

but needed 
Not used, 

but needed 
Not used, 

but needed Used 

Clearance 
Orders Used Not used, 

but needed 
Not used, 

but needed Used Used Not used and 
not needed Used 

Work Orders Not used, 
but needed Used Used Used Used Not used, 

but needed 
Not used, 

but needed 

Condition 
Reports 

Not used, 
but needed Used Used Not used, 

but needed 
Not used, 

but needed Used Not used, 
but needed 

Process 
Information Used Not used, 

but needed Used Not used and 
not needed 

Not used and 
not needed 

Not used and 
not needed Used 

Materials & 
Inventory 

Not used, 
but needed Used Not used, 

but needed Used Used Not used, 
but needed 

Not used, 
but needed 

Schedule Used Used Not used, 
but needed Used Used Used Used 

 
Several assumptions were made with the developed tool: 

 The tool does not detect or handle all typographic errors in the source data. For instance, when 
performing search functions, an extra space or misspelled word in the plant data will not be returned 
by a given query. The tools used can mitigate typos in the search terms, to a certain degree (but not 
the source data). When the tool tokenizes the words in a field to index, it can transform it to word 
roots and perform spell-checking for the search terms. 

 To integrate data, records among source systems must relate using a common identifier. For this pilot, 
the records in each system was assumed to relate using the functional location as this is the identifier 
all records have in common. 
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Figure 2. Step 1: Search for text in functional location or CIC. 

 
Figure 3. Step 2: Select the targeted functional location or CIC (plant data blurred). 
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Figure 4. Step 3: Select the data source of interest from a side tab once a record is selected (plant data 
blurred). 

2.2 Method 
The search solution comprises three basic parts for collection, processing, and presentation of data, as 

shown in Figure 5: 

 A data depot (DD) to stage the data 

 A Solr Search Server (SSS) to index and search data 

 A web-based user interface (WBUI) to take search queries submitted by the user, submit it to the SSS, 
and display the results in a user-friendly format. 

The DD is a set of staging tables populated with data from as many sources as is necessary to support 
a particular task, as shown in Figure 6. Due to the lack of a standard data model, it was deemed more 
efficient to put all data into one set of staging tables capable of replicating some of the source’s columns. 
Because the data are in different source databases, coding all of the application logic in a single program 
was deemed undesirable. An extract, transform, load (ETL) application was used to copy data from each 
database to the DD. It is a command-line application that queries source databases and inserts data into 
the DD. All queries are compiled into the application. This application encapsulates all data access logic, 
the location and schema of all source tables, and how they map to destination tables in the DD. The 
application was developed using C#. Targeting the .NET Core framework made it platform- (e.g., 
Windows, Linux, or Mac) independent, as long as the platform is supported by .NET Core. Users can run 
the ETL application to populate the DD at any frequency desired. 
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Figure 5. The process of application data integration used for the pilot. 

The source data is accessed using views. Instead of getting access directly to the tables, the views 
query the tables and present the data. Views are sufficient because they return data without requiring 
direct access. Queries written for views can eliminate or transform data as needed. Direct source access is, 
overall, predicted to perform better than views because views add in an additional step, creating minor 
latency issues and introduce the risk that complete data sets are not presented. Views were used by this 
pilot due to security constraints imposed by the NPP. 

Once data is copied into the DD, the ETL application triggers the SSS to retrieve data from the DD 
and index it. The population of the DD is based on a pull of the data. This implementation is favored over 
a push of data from the source to the DD when changes occur in the source because the amount of time it 
takes to refresh the data meets performance requirements, and the system does not experience degradation 
of performance, which is the typical reason a push is normally deployed. Additionally, a push of data 
requires use of change data-capture technology, which can be less reliable. 

The SSS creates an index file on the server, searches the indexed DD data for relevant records, and 
supplies them to a presentation layer. It encapsulates all search logic—indexing the searchable data, 
processing queries, and returning search results. Using the defined schemas, the used tool, Solr, has a 
utility that converts DD data into a searchable document. The use of the Solr offered a rich set of search 
features that are all accessible from a representational-state transfer (REST)-ful interface. A RESTful 
interface is an API, the architectural style of which is based on the REST model. This makes it easy for a 
variety of applications, from web to desktop applications, to interact with the server, increasing overall 
flexibility. Solr was selected for this particular project due to the factors described above, in addition to 
existence at the pilot site and staff familiarity with the product. Other tools, such as ElasticSearch, were 
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not evaluated; a survey of the best tool to use was not conducted for this effort. After the data are indexed 
using the generated document, the SSS accepts search queries and provides results. For this specific case, 
the indexing step was only applied to the site’s work management system (i.e., Solr only needed to index 
the functional-location data from the work management system) because the returned records can be used 
by the WBUI to retrieve related data from the other sources (i.e., previous work management system, 
condition-reporting system, and clearance orders tool), as shown in Figure 5. The results of the search are 
captured directly from the other data sets in the DD. 

ID

Description 

Summary

Status

ID 

Description 

Summary

Location

ID

Title

Description

Significance

Classification code

Level

Responsible entity

Responsible person

Actions

Creator

Date created

WMS

PWMS

CR

ID 

Normal Configuration 

Current Configuration

Completion Date

CO

SDM DD

WMS: Work Management System
PWMS: Previous Work Management System

CO: Clearance Orders
CR: Condition Reports
DD: Data Depot

Location

 
Figure 6. The data integrated into a DD for SDM. 

Adding additional data to the application is relatively easy. Instead of reprogramming a search engine 
to tap into additional sources, data are added to the DD, allowing it to become searchable. Only minor 
adjustments to the SSS are needed. Additionally, if a data source changes, the data directed into those 
particular DD fields can be changed. In this case, no changes are needed to the SSS. For example, if the 
data source schema changes such that the functional location is now stored in a different column or table, 
or even a combination of columns across tables, the ETL application can be modified to retrieve the field 
from one or more of the new columns and place it into the DD column that has always contained the 
functional location. When SSS retrieves data from the DD, it does not need to be aware of any changes to 
the source schema. 

To enable the user to search and view results, WBUI was used. WBUI takes search terms from the 
user, formats them into a search query, submits it to the SSS via an API provided by the search tool, and 
presents the search results to the user in an easy-to-read format. WBUI was used for consistency purposes 
in that the SSS was already web-based. It also increased usability because users do not have to install an 
application on their machine and configure settings or permissions. The web framework, Aurelia, was 



 

 10 

chosen for this effort because it is based on newer web technology and standards, so it is not expected to 
become outdated soon, and it uses pure HTML and JavaScript standards. It does not require special 
syntax like other frameworks. Though Aurelia was selected for this particular effort due to the factors 
described, other tools were not evaluated. A survey of best tools was not conducted for this effort. 

Using the described approach, the three systems (e.g., DD, SSS, WBUI) that excel at their intended 
purpose can be used for their optimal use—one is optimized for gathering data, another is optimized for 
searching for data, and a third is optimized for displaying results. Dividing the method into separate 
applications limits the impact of any changes made to each part. The advantage of this approach is that it 
is less likely to introduce errors to other parts of the process by making a particular change. The limitation 
is that changes in multiple places are needed to enhance the product. Through the development process, 
other approaches were considered, but researchers reached the conclusion that they were less desirable for 
a variety of reasons. The approaches and conclusions are: 

1. Access data directly from the source applications using an API: APIs are slow to retrieve data and 
cause the source system to slow down to the detriment of the user community. It also requires 
expertise to understand each source system’s API, which is challenging and may also introduce 
additional points of failure (i.e., if the source system’s API had bugs). If an API was used, it would be 
to populate the DD such that the only latency experienced was from the source data to DD, instead of 
throughout the entire search-solution process. In order to mitigate latency while loading data into the 
DD, it is possible to employ table swapping such that temporary tables are utilized to temporarily 
store the refreshed data as they populate. Once the refreshed data are completely ready, they would 
replace the now-outdated data in the DD. This approach emulates how cloud-based data, also subject 
to latency issues, could be handled. The use of an API generally drives up licensing and maintenance 
costs. 

2. Direct access to the source data, using WBUI, instead of to a populated DD: From an architectural 
standpoint, the web application would need to be much more sophisticated because it would contain 
all the logic that was included in the ETL. It would need to know how to combine the data as users 
submitted search criteria, likely causing performance problems. When new data sources are added or 
existing sources are changed, developers would need to understand the data and alter the web 
application. 

3. Incorporate a solution similar to the one currently deployed, but integrating the tables in the DD: This 
only makes sense for data that have similar schemas or if a data repository with a standardized form 
exists. The data from the tables have some similarities, but not enough to consider merging all of 
them into the same set of tables. 

Whether using Approach 1 or 2, if some of the source data are stagnant or rarely in need of refresh, 
each time a request was created, the API or WBUI would unnecessarily perform a fresh search on the 
source. The use of an API or WBUI will cause a loss of the ability to sanitize and control the data input to 
the SSS. Using the DD approach, if users update the source data frequently, the application could be run 
to populate the DD frequently. If the source data were rarely (or never) changed, the application to 
populate the DD would run less frequently (or only once). Possible future enhancements could include 
configuring the frequency of data updates for certain tables or databases and having a microservice on the 
search server notified of a DD refresh, triggering a re-indexing of the search data. 

2.3 Lessons Learned 
The lessons learned from this effort can be summarized as: 

 A subject matter expert (SME) needs to take ownership from the plant. The SME should know the 
plant processes and the means by which data are stored in all source systems. Typical users only 
understand data in one to two systems. When the goal is to integrate data, getting answers on how to 
assimilate data is challenging. 
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 Some source data are extremely complex. In this pilot, one data source managed many enterprise 
processes, some of which were disparate. The number of tables and fields deployed was quite high 
and often not easily reconciled between processes. This emphasized the need of having SMEs readily 
available. 

 Some data in the source systems were found to need preparation. For example, duplicate entries in a 
single source system were found during the initial phase of the pilot. 

 For this pilot, the source data were presented in a uniform fashion using views accessing data stored 
in a specific server database. In the future, additional data may be stored in other databases or even 
Excel spreadsheets. With the current search solution, in which a DD is used to gather and stage data, 
this would not be an issue. The ETL application would gather data from these diverse sources and 
assimilate them into the standardized DD. 

 All source data were structured data. If, in the future, additional data were unstructured from 
heterogeneous data sources, the search approach could handle this using ETL applications. They 
would gather data from these diverse sources and assimilate them into the standardized DD using 
standard unstructured-data search methodologies in utilities such as HADOOP. This can be done 
without affecting the other system-design elements. 

 Because virtually all organizations will have quasi-unique toolsets with variations in data types and 
forms, the DD model allows for ETL level manipulation of source data such that they can be 
transformed into a common set, usable even in a bidirectional fashion (if required). 

3. DATA FUSION 
Data fusion efforts are focused towards novel ways to combine heterogeneous data. In 1991, the Joint 

Directors of Laboratories, known as the Data Fusion Group, defined data fusion as: “process dealing with 
the association, correlation, and combination of data and information from single and multiple sources.” 
(White 1991). The concept of data fusion has been around for a while, but has been recently increasingly 
applied to all science and engineering fields. For example, Hall and Llinas (1997) applied data fusion for 
different areas at the U.S. Department of Defense, from surveillance to target recognition using Bayesian 
inference to combine data from multiple sensors and related information from associated databases. The 
method is applied at the feature level, as well as at the decision level. Sorber et al. (2015) discuss a 
framework for fusing data from multiple data sets that assumes any of the sets may be sparsely populated, 
and that each is represented as a multi-dimensional tensor. Each data set is factorized with matrix/tensor 
decomposition (i.e., its dimensionality is reduced), and the common subfactors between sets are used to 
join them. Correa et al. (2010) discuss the use of canonical correlation analysis or its multiset variant to 
achieve a similar objective. In the case of multi-modal data sets, Correa et al. (2010) reduce each modality 
to a lower dimension representation (or features) first. Variations in these features are then investigated 
and used to find connections, enabling the fusion of data. Smilde et al. (2005) makes use of two data sets, 
each with tens of measurements and many thousands of variables. The data fusion process is broken into 
several levels. The first level of fusion is described as simple concatenation of the measurements where 
the samples are the shared mode. The midlevel fusion also aims at concatenation of the data, but this is 
performed after selecting a finite number of variables (e.g., those with the highest covariance to the 
response). High-level data fusion is performed by creating separate models for each set and then 
combining the predicted values. Wilderjans et al. (2009) discuss techniques for analyzing data blocks of 
different size. Using simulated datasets that emulate a defined criterion, the paper tested two different 
ways to apply weights to fuse data for optimization. The first method was to consider entries themselves 
during analysis (so that each entry provided equal influence) and the second was to consider each data 
block (so that each block provided equal influence). Van Mechelen and Smilde (2010) use the term 
‘coupled’ data sets in reference to those that contain multiple types of data about the same system. The 
paper defines a data block as one piece in a coupled data set (i.e., data from just one data source) and 
describes a generic model for fusing data blocks together. Each unique feature present across all data 
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blocks is called a mode; thus, coupled data are created by connecting data blocks together wherever there 
is a shared mode. The authors describe a mathematical model for coupled data sets, present algorithms for 
construction and optimization, and describe analytical issues that may be encountered. These are all 
examples of different methods of data fusion. The next section explains other methods that were used for 
this scope of work due to their suitability, simplicity, and effectiveness.   

3.1 Clustering of Inventory 
The goal of this effort is to minimize the inventory size of an NPP without impacting maintenance 

activities by causing a shortage of parts. The motivation behind this is purely financial; funds invested in 
excess spare parts could be utilized elsewhere, but not having a spare part available when needed could 
disturb plant activities. The cost of having work delayed in a facility far outweighs the benefits of 
minimizing stock, so, to date, plants have focused on having significantly more parts than needed. The 
current approach for determining when to order parts and how many of each to order is manual. A 
minimum threshold for each part is decided, and anytime the quantity on hand drops below the minimum, 
a fixed number of units is ordered. If the demand for spare parts can be predicted with reasonable 
accuracy, it could be used to determine more intelligently when to order spare parts and potentially reduce 
the amount of excess inventory. Making these predictions as accurately as possible will prevent them 
from negatively impacting maintenance. 

In order to achieve the inventory optimization goal, data sets need to be integrated. The data sets used 
in this study contain information about maintenance work performed at nuclear facilities. The data were 
acquired from several different systems, as shown in Figure 7; therefore, the sets do not perfectly align. 
Each set contains inventory data (the list of all parts used by the facility and their prices), work order 
details (what work was performed, when the work was performed, why it was performed, and what 
materials were used), and planned preventative maintenance (PM) information (e.g., what tasks need to be 
performed as PM and how often will they be scheduled). The initial challenge that was faced lies in the 
variation of product descriptions for the same product. Because the data are acquired from different 
systems, a unique common key to map the products together does not exist. The only features the sets 
have in common are the product description, which are manually entered text strings, and price. However, 
the same or similar material may exist in different data sets with different product descriptions and a 
slightly different price. Additionally, even within a single data set, there are cases where the same product 
exists in multiple different rows, usually because it is made by several different manufacturers or because 
it was re-entered by staff. Finding and eliminating duplicate rows can present a challenge, as can mapping 
sets that have different features. Even within common features, differences in the units of measurement or 
quality of data can be problematic. Often individual differences can be resolved manually, but supervising 
the integration of large data sets—potentially hundreds of thousands of records—makes this approach 
impractical. 

3.2 Method 
The strategy applied to detect and consolidate duplicate records is to use unsupervised machine-

learning techniques. To that end, this study explores clustering methods. For the past few decades, 
clustering algorithms have been used for a variety of applications, from image segmentation algorithms 
(Veksler 2000) to a rainfall forecasting model (Lin, Wu, and Tsay 2017). A clustering method is used to 
divide or partition the data into groups (clusters) where every object in that group presents more 
similarities than other objects placed in another group. The clustering of inventory was performed in three 
steps: 

1. Preparing the records data. 

2. Converting the records to vectors. 

3. Clustering the records and evaluating the results. 
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Figure 7. The data integrated to achieve optimal inventory strategy. 

 

3.2.1 Preparing the Data 
Manually entered, product descriptions are problematic; they are not full sentences, have no 

consistent structure, and regularly contain spelling errors and shorthand. Thus, before machine-learning 
can be performed, some pre-processing and re-structuring of data need be done: 

 Records where no description was provided were discarded, as they provide no real purpose.  

 All letters in the descriptions were changed to lower case. Since most of the descriptions were entirely 
in capital letters or entirely in lower-case letters already, very little information was lost. 

 Manual bulk cleaning and preparation, including auto-correction of text, was performed by using 
common methods that rely on finding the root of a word using the Porter stemming algorithm 
(Porter 1980) (e.g., agreed  agree or falling  fall). 

3.2.2 Converting Records to Vectors 
To perform clustering on the records (discussed next), the records are transformed into vectors. The 

first decision made was on the level of clustering to apply. The text can be converted to clusters on the 
letter level, the word level, or the sentence level (see Figure 8). Because sentence clustering was deemed 
to be more suitable to compare paragraphs to paragraphs, and the letter level eliminates the impact of 
letter sequencing, the words level clustering was selected for this effort. 
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Figure 8. An example of clustering using sentences, words, and letters. 

Two different vectorization approaches were tested: term frequency–inverse document frequency 
(TF-IDF) and count vectorization. TF-IDF is a popular method that gives each word an importance score 
based on the number of times it appears in a document and how many documents in total contain that 
word. The count vectorization method involves creating a vector for each record. The length of the vector 
is equal to the number of unique words in the combined data set, while each entry represents a specific 
word (see Figure 9). For a given record, the corresponding vector will have a zero in a position where the 
word is absent and a positive integer indicating the number of times the word appears otherwise. With the 
record vectors in hand, several methods of clustering the data could be tested. The choice of vectorization 
method had a significant impact on the quality of the results regardless of which clustering method was 
used. In general, the vectors formed using count vectorization appeared to perform better than those 
formed using TF-IDF because product descriptions are not sentences (i.e., they typically have no filler 
words and TF-IDF aims to increase the value of words that are not present in many other records and 
likewise decrease the value for common words). 

3.2.3 Clustering Records and Evaluate 
Clustering is an unsupervised machine-learning method of grouping records that are alike. The aim is 

that, by grouping the spare-part records, duplicate products are considered as one consolidated record. 
Data objects within each cluster should exhibit a significant degree of similarity, while the similarity 
among the different clusters should be minimized. Figure 10 shows an example of a clustering data set 
that has two dimensions, where the clustering is demonstrated by a color representing a cluster. While it is 
visually possible to cluster 2-D or three-dimensional (3-D) data, high-dimensional data (i.e., beyond 3-D) 
cannot be visually represented and are therefore grouped using clustering methods. 

For evaluating the clustering methods performance, three techniques can be used to validate the 
clustering results: (1) external clustering validation; (2) internal clustering validation; and (3) relative 
clustering validation. Though details can be found in references such as Theodoridis and Koutroubas 
(2008) and Halkidi et al. (2002), a summary of these techniques are described. External validation is used 
when comparing the clusters to known external information. Entropy (Shannon et al. 1948) is one of the 
validation measures that can be used. 
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Figure 9. Example of count vectorization illustrating a vector indicating a positive count for the number 
of times the word appears and zero in the position where the word was absent. 

 

 
Figure 10. An example of clustering of two-dimensional data. 

Internal validation occurs when information of the clustering process is only used to evaluate the 
integrity of the clustering, such as using the clusters distances as a measure for clustering performance. 
Dunn Index (Dunn 1974) aims to identify ‘compact and well-separated clusters,’ with a low variance 



 

 16 

between elements of the cluster. If the dataset contains compact and well-separated groups, the distance 
between the clusters is expected to be large, and the diameter of the clusters is expected to be small. 
Similar to the Dunn index, the Davies-Bouldin (Davies and Bouldin 1979) index is based on the 
separability or ratio within and between clusters.  

Relative clustering validation is comparing the quality of the clustering by using the external or 
internal validation; however, the validation process is performed using a criterion that is defined and 
available for validation. For example, by using K-Means with different cluster instantiations and 
comparing the clusters number to a predefined expected number, it is possible to use the resulting cluster 
number as a measure to determine the validity of the clustering process. 

The clustering methods tested as part of this effort included K-Means (MacQueen 1967), density-
based spatial clustering of applications with noise (DBSCAN, Ester et al. 1996), ordering points to 
identify the clustering structure (OPTICS, Ankerst et al. 1999), and agglomerative clustering, a subset of 
hierarchical clustering (Ward 1963). The limitation of the K-Means approach is the requirement that the 
number of clusters be specified for a data set. For example, if 100,000 records are being considered, K-
Means requires estimating how many unique records are going to result from clustering. If exactly four 
duplicates existed for each record in the set, the number of clusters specified would be 25,000. The 
challenge is that the number of unique records is not known at the start, and therefore, neither is the 
number of clusters to use. To assist in selecting the number of clusters, a common technique called ‘the 
elbow method’ was used. This is performed by running K-Means over a large range of cluster sizes and 
then calculating the total within-cluster sum of squares of distance from the center for each run. The 
resulting values were plotted and the point at which the values stopped decreasing consistently (the elbow 
of the graph) was used for the final run. The final value found in this case was 1150 clusters. This is 
clearly inadequate to cover the number of unique spare parts in the set. The algorithm takes significantly 
increasing time to run as the number of clusters grows, so capturing parts with no duplicates in their own 
clusters (i.e., large total number of clusters) is not computationally feasible. 

The results shown in Table 2 demonstrate the differences between clustering methods. A single 
product was selected—one with the description “GLASSES:SAFTY:HGH IMP POLYCRBNT”—for 
demonstration. K-Means clustering was moderately successful, but as shown in Table 2, the clusters 
typically contained spare parts of the same type (not necessarily those that were actually identical). 

DBSCAN is another clustering technique, but unlike K-Means, it does not require a predefined 
number of clusters. Instead, clusters are determined as the algorithm runs. The method starts by selecting 
a random record that is not yet part of a cluster. It then checks how many other records are within some 
distance, ε, of the start. If the number of records nearby is less than the required minimum, specified when 
the algorithm is started, the record is marked as singular. Otherwise, the starting record and each of the 
nearby records is placed into a cluster together, and the process is repeated for each of the newly added 
records. Once the cluster is complete, the process is restarted, using another not-yet-considered record 
until all records have been placed into clusters or marked singular. Given the type of clusters targeted as 
part of this effort (i.e., duplicate products), any cluster size is acceptable. That is, products could be 
unique (a cluster size of one) or a cluster could be any number of duplicates (a cluster size of two or 
more). Singular records are captured by the algorithm through non-clustering, so the minimum number of 
records used for the algorithm to continue with a cluster was selected to be two. The distance allowed 
between samples, for them to be considered grouped, is more difficult to select. An elbow test like the one 
used for K-Means was used to select the ε value although, in this case, the test was based on a histogram 
of distances to the nearest neighbor, as shown in Figure 11. The results of the clustering were more 
promising than those obtained using K-Means: approximately 80% of the records ended up in their own 
clusters, implying that they may be unique products, and the remaining clusters had between two and ten 
records. 
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Table 2. Example of clustering results for the record “GLASSES:SAFTY:HGH IMP POLYCRBNT” 
using four methods. 

K-Means Agglomerative 

 

 

DBSCAN and OPTICS  
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Figure 11. Elbow test for DBSCAN clustering. 

The OPTICS method is similar to DBSCAN and uses the same parameters, ε, and a minimum number 
of records. The method calculates a reachability distance between each record and every other record that 
is within ε distance. A reachability distance value from a start record to another record is the larger of 
either the distance between the two or the radius of a circle surrounding the first record that would capture 
the minimum number of records specified. These reachability distances are then plotted and used to 
identify cluster boundaries. The practical upshot is that OPTICS better factors in the density of records 
when determining whether or not a record should be added to a cluster. Choosing parameters is much 
simpler with OPTICS. In general, the ε value serves only to speed up the calculation. Optimal results can 
be obtained by leaving ε as a very large number (i.e., the maximum possible value) as long as running 
time is not an issue. The strategy for picking a minimum number of records in a cluster is identical to 
DBSCAN. The results of the clustering were similar to DBSCAN, with about 76% of the products ending 
up clustered singularly. The cluster containing the product, “GLASSES:SAFTY:HGH IMP 
POLYCRBNT,” was identical between this method and DBSCAN, as shown in Table 2. 

Agglomerative clustering requires each record forming its own cluster, and then merging nearby 
clusters until either a specified maximum distance between clusters is met or a maximum number of 
clusters is reached. Just as with K-Means, selecting a maximum number of clusters is not feasible for this 
data set; instead, priority was placed on identifying a valuable maximum distance. This is identical to the 
ε value for DBSCAN, so the previously performed elbow test result was reused. This method performed 
slightly better than K-Means, but still fell short when compared to DBSCAN and OPTICS, as shown in 
Table 2. 

Given the strict similarity requirements of consolidated records, clustering using DBSCAN and 
OPTICS was deemed more suitable than using K-Means and Agglomerative clustering, as seen from 
Table 2, but visual examination showed that some of the larger clusters still occasionally contained 
different products of the same type. This is an expected outcome because it is practically impossible to 
achieve 100% accuracy. Table 3 shows an example of a case where similar products with different 
specifications were incorrectly grouped together. Though not presented in this effort, a supervised 
machine learning method can be added on top of the unsupervised clustering to identify misclustering. 
This work remains for future efforts. 
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Table 3. Example of misclustering using DBSCAN. 

 

4. CONCLUSIONS FOR A DATA WAREHOUSE OR BROKER 
From the search engine pilot, it was concluded that creating a DD, as part of a data warehouse, can 

represent one means of creating a data hub for multiple tools to use. The process highlighted the need for 
SMEs to walk the data integrator through the process. Each SME was an expert in a subset of systems and 
the process was manual and time-consuming, despite this being a simple pilot. A standard data model for 
a data warehouse or data broker would help streamline the process. Some specific findings are: 

 A standard data model would likely have the fields that are most critical to users already identified. In 
order to conform to the standards, the data would likely already be transformed and cleansed, 
eliminating some of the issues described above. The DD part of the search tool would no longer be 
needed as the staging tables. The SSS part of the tool would access the standard data model tables. 
The developed search approach can be easily installed at any site that utilizes a standard data model 
with minimal efforts. With a standard data model, the heavy lifting is all done populating those tables. 

 While the standard data model would contain the bulk of the critical fields, minor additions or 
adjustments would be required. Users often identify some of these critical fields after utilizing a 
product. Having a standard data model simplifies the new additions. 

 The different tools will still likely have a small amount of critical data outside of the standard data 
model. The standard data model would be interfaced to the plant-specific data objects by deploying a 
parallel DD model, where ETL would be used to create the needed associations to the data model. 

 The developed search tool serves as a launch point for identifying fields critical to business users. 
Given each user and each NPP has varying needs, the approach described is one way to uncover the 
variety of fields NPPs need in a standard data model. Deploying this search solution at one test site 
and allowing users to interact with the system result in the implementation of refinements, including 
the removal and addition of fields and data sources. Once the test users are satisfied with the solution, 
the same solution is deployed at several other sites and implements the same refinement process. A 
comparison of the final solutions at each site should reveal similarities and differences, allowing 
conclusions to be drawn regarding which fields are needed in a standard data model. 

From the data fusion pilot, it was concluded that accumulating data in a warehouse requires 
intelligent mapping methods to make use of the data. Whether to map or couple data from different 
sources or to prepare data (such as clean up duplicates from the same data set), machine learning can 
improve the data integration by fusing data into optimized sets that are more meaningful for using the 
data. Though not presented, the approach developed in the duplicate inventory removal pilot can also be 
used for the search tool pilot. Mapping hundreds of tables was deemed to be challenging in the 
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development of the search tool and resulted in high reliance on SMEs. An unsupervised machine-learning 
method could have identified similar table headers and automatically mapped them. 

5. SUMMARY 
Integrating data can benefit virtually every aspect of NPP activities on the plant and fleet levels. The 

integration can result in direct cost-savings by enabling comparison of multiple studies for verification, 
increasing statistical confidence, increasing data heterogeneity in space and time to reveal confounded 
information, increasing frequencies of rare occurrences, better methods development, and enabling data-
sharing. Data integration can also enable the creation of a data repository (i.e., a data warehouse for an 
NPP or a data broker for a fleet), a necessary backbone for all processes of an automated plant. 

Data integration can be achieved from an application, architecture, and data management perspective 
or from a data fusion perspective. A pilot was performed targeting each type in this effort. The first pilot 
integrated data from four data sets into a DD that was accessed through a search engine and a webserver. 
The resulting pilot was a search tool that spanned over the four data sets to enable an SDM to access 
needed data that are currently inaccessible. This use case was chosen out of a set of potential use cases 
that can facilitate the exchange of information among plant staff. 

The second pilot was performed to enable NPPs to reduce inventory minimum requirements by 
predicting inventory use using machine pattern recognition. The pilot was focused on using machine-
clustering methods to detect inventory duplicates (often listed under different descriptions) and to 
consolidate them. This is a necessary step before analyzing inventory use patterns because duplicate parts 
are often used interchangeably, and skipping this step would result in inaccurate inventory use prediction 
methods. Four methods were tested to achieve this objective: K-Means, DBSCAN, OPTICS, and 
Agglomerative. DBSCAN was deemed to be suitable. 

Both pilots developed as part of this effort will feed into the development of the data warehouse or 
data broker through: (1) use of data integration methods to automate and streamline the data warehousing 
and data mapping; and (2) provide additional insight and use-cases for establishing a standardized data 
integration model and ontology. 
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